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Abstract  

Determination of appropriate time to harvest apples prevents its waste and also affects the quality of the 

fruit. This time depends on the variety, climate during the growing season and also the purpose of 

harvesting the fruit. The aim of this study is to predict non-destructive chemical properties related to 

harvesting such as starch, soluble solids and acidity using spectral data and implementation of deep 

learning algorithm. First, images of Braeburn apples were taken by hyperspectral camera in 4 different 

stages of maturity. Next, the spectral information was extracted. Then the chemical properties of starch, 

titrtable acidity (TA) and total soluble solids (TSS) were measured using destructive methods in 

laboratory. Eventually, the prediction model was created by convolutional neural network (CNN). The 

results illustrated that the coefficient of determination and the mean squared error for the properties of 

starch, TSS and TA were 95.4%, 4.8, 91.6%, 0.284, 84.2% and 0.424, respectively. 
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Introduction 
 Apples are one of those fruits that have a 

higher supply to demand ratio at fresh market in 

Iran. Therefore, for price adjustment in market, 

the availability of apple in all seasons and the 

balance between supply and demand, the 

product must be stored in the correct way to 

increase the shelf life of apples. The shelf life 

of apples in the cooling store depends on many 

factors. One of the most important factor is the 

time of harvest. In general, over- ripe fruit have 

shorter shelf life. Thus, the question that arises 

is how to determine the appropriate time to 

harvest the apple in orchard. Various methods 

including destructive and non-destructive have 

been used to determine the level of fruit 

maturity. Among them, near-infrared 

spectroscopy is one of the most widely used 

methods in the field of quality assessment of 

agricultural products [1-3].Agriculture can 

always be useful to help farmers by using 

artificial intelligence and digitizing various 

processes. Deep learning is a subset of machine 

learning that falls into the category of artificial 

intelligence. Machine learning is the process of 

training an algorithm to do a task, not planning 

how to do it step by step. These predictions can 

include many things such as diagnosing 
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whether the fruit in a photo is a banana or an 

apple, detecting moving objects in automat 

system, diagnosing plant disease, and more. 

Traditional non-destructive recognition 

technology requires complex extraction of 

features in image, while deep learning 

technology can automatically train and extract 

features through nonlinear multilayers. Deep 

learning applications in agriculture are in 

various fields such as crop management [4], 

water management [5], weed identification [6], 

identification of disease in plants [7-9], 

estimating crop yields [10-11] and counting 

fruit on a tree [12].Zhang et al. [13] studied on 

a data set containing images of seven types of 

agricultural machinery and six types of 

undesired categories. A network called 

AMTNet was designed and trained to 

automatically detect images of agricultural 

machinery. Under the same test conditions, 

AMTNet achieved 97.83% and 100% accuracy 

in the Top_1 and Top_5 validation sets, 

respectively. The obtained results were better 

than the classic ResNet_50 and Inception_v3 

networks. Perugachi-Diaz et al. [14] classified 

images of cabbage seedlings with convolutional 

neural networks. Seedling growth was tracked 

over 14 days, so that the data set included 

13,200 individual seedlings with the 

corresponding tags. Classification accuracy was 

94%. This research has been deployed as a 

quick warning tool to assist experts in making 

important decisions. In addition, this model can 

be further developed to automate the process. 

Esmail Karar et al. [15] identified insect pests 

based on cloud computing using a 

convolutional neural network. This study was 

successfully performed for aphid pests, flaxseed 

worm, flea beetle and red spider. The highest 

accurate detection rate was 0.99% for all pest 

images. Franczyk et al. [16] identified grapes 

using color images and deep learning. They 

proposed the ExtResnet classification and the 

accuracy was 89%. Yuan et al. [17] focused on 

plant disease diagnosis using deep learning. 

They stated that in deep learning and 

transmission learning strategies, there is a 

constant need for better databases including 

images of real farm-grown crops, which could 

be a cornerstone of future improvements in 

view point of quantity and quality. The 

increasing use of smart mobile terminals also 

suggests that representing simple models should 

be an important part of future research 

considerations. Ismail and Malik [18] proposed 

a machine learning system based on deep 

learning to provide a non-destructive and cost-

effective solution for automating visual 

inspection of fruit freshness. The performance 

of different deep learning structures including 

ResNet, DenseNet, MobileNetV2, NASNet and 

EfficNet were compared. The proposed system 

also provided a real-time visual inspection 

using a low-cost Raspberry Pi module with a 

camera and a touch screen for user interaction. 

The real-time system efficiently segmented 

image and graded the fruit accurately. This 

system was tested on two data sets (apple and 

banana) and the average accuracy was 99.2 and 

99.2% for apple and banana, respectively using 

EfficNet model. During real-time testing, the 

accuracy was 96.7% for apples and 93.8% for 

bananas, indicating the efficiency of the 

developed system. Tetila et al. [19] categorized 

soybean pest using five deep learning 

structures. The performance of Inception-v3, 

Resnet-50, VGG-16, VGG-19 and Xception 

was evaluated for different transmission 

learning strategies through a 5,000 image in 

real-time condition. Results showed that the 

structure of deep learning trained with fine-

tuning can lead to a higher classification rate 

compared to other approaches and reach a 

maximum accuracy of 93.82%.Since 

determination of the most appropriate harvest 

time reduces waste and increases storage ability 

in apples, prediction of chemical properties e.g. 

starch, titratable acidity and total soluble solids 

provides very useful information to 

beneficiaries so that it can be properly managed 

in the storage and marketing of apples. Thus, 

present study attempt to non-destructive 

prediction of starch, TSS and TA using 1D 

convolutional neural network in regard to 

prediction of appropriate ripening time. 
 

2. Materials and Methods 

The different stages of non-destructive 

estimation of the chemical properties of apples 

can be seen in Figure 1. 
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Figure 1. Different stages of non-destructive estimation 

of apple chemical properties 

 

2.1. Collect the samples to extract the 

spectral data 

According to the purpose of this study, which is 

to predict the chemical properties of apples in 

different stages of ripening in Braeburn apples, 

the first step was determination of harvest time. 

Hereupon, local gardeners were polled. Then, a 

total of 187 apples were harvested at 4 stage 

including 20 days before maturity, 10 days 

before maturity, on the maturity time and 10 

days after maturity. 

2.2. Extraction of spectral properties of 

hyperspectral images 

A hyperspectral camera (made in Iran - Noor 

Iman TajhizCo.; www.hyperspectralimaging.ir) 

with a spectral range of 400 to 1100 nm was 

used to capture images. The camera was placed 

inside a chamber and illuminated by two 10-

watt tungsten halogen lamps (SLI-CAL 

(StellarNet, USA) to block out disturbing 

ambient light. In this research, a laptop with 

features (Intel Corei5, 2430M at 2.40GHz, 4GB 

of RAM, Windows 10) was used to process the 

data.  The raw spectral data was corrected by 

multiplicative scatter correction (MSC) 

algorithm in ParLeS, and finally the smoothing 

operation was performed by wavelet filter 

algorithm [20]. 
 

2.3. Measurement of chemical properties by 

laboratory destructive method 

2.3.1. Starch 

The amount of starch was measured based on 

the method described by [21]. The different 

steps to measure are as follows: 

(1): Separation of a piece of apple in 0.5 g and 

extract the apple juice, (2): Preparation of 

buffer using phosphate buffer solution, (3): 

Mixing the sediment from step (1), with 1.5 ml 

of buffer solution, (4): Centrifuge at 12000 rpm 

for 20 minutes, to completely separate the 

sediment from the mixture, (5): After complete 

separation of the sediment from the solution, it 

was mixed by dimethyl sulfoxide / 

Hydrochloric acid (4: 1) and centrifuged at 

12,000 rpm for 20 minutes. (6): Mixing the 

solution obtained from step (5) with iodine-

hydrochloric acid reagent in a ratio of 1 to 5 

and recording the number of samples taken 

using a spectrophotometer (Optizen 2120 UV 

plus, Company: Mecasys Co., Ltd., Korea). It 

was read at 600 nm and the results were 

presented in mg/g. (7): Preparation of standard 

starch solution using specified concentrations of 

starch (0 to 100 mg/l). (8): Finally, with the 

help of data obtained from adsorption numbers 

of standard starch solutions, a point graph was 

plotted in Excel and the linear fitting curve of 

the graph as well as the conversion of 

adsorption number to starch value was obtained 

in gr/ml. 
 

2.3.2. Total soluble Solid (TSS) 

One of the most common uses of Brix is to 

determine soluble solids (sugar levels) in fresh 

produce. Brix number is a measure of the mass 

ratio of sugar dissolved in a liquid. This amount 

can be found simply by reading a refractometer. 

For example, if the brix of a fruit is 32, which 

means that the fruit contains 32 gr of sugar (any 

type) in 100 gr of water. 

2.3.3. Titratable Acidity (TA) 

First, 10 ml of fruit juice is poured into beaker 

and diluted with 10 ml of distilled water. The 

beaker is placed on the shaker and under 

burette, while 4 to 5 drops of phenolphthalein 

reagent are added. The initial pH is measured 

before adding NaOH. Then the valve of burette 

is opened gradually to add the titrant into the 

juice. When more drops of NaOH fall into the 

juice, the color of the juice changes but is not 

stable. Whenever a pale pink color is created in 

the juice in a stable way, it means that we have 

reached the end point of the titration. In fact, 

when the pH is higher than 8.2, this indicates 

that we are close to the end of the titration. 

Eventually, the valve is closed and the amount 

of NaOH consumed is recorded and the 

following formula is used to calculate the acid 

in the juice. 
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TA= (VNaOH*180*100*NNaOH)/ (1000*W) 

Here; 

VNaOH*: Volume of NaOH consumed 

NNaOH : Normality of NaOH 

W: Weight of samples 
 

2.4. Non-destructive estimation of chemical 

properties by CNN in apple 

Deep learning is a category of machine learning 

and a set of algorithms that have a high ability 

to classified data due to their hierarchical 

structure. Deep structures can also provide a 

more comprehensive representation of 

functions than MLP structures. Deep learning 

based on artificial neural networks mimics the 

behavior of the brain when learning a set of 

samples. Deep learning algorithms have been 

further developed in the context of artificial 

neural networks. In common neural networks, 

the number of hidden layers is usually no more 

than two. In contrast, when the number of 

hidden layers increases, these networks are 

called deep networks. Convolutional neural 

network is known as one of the most popular 

types of deep neural networks (ConvNet). It 

does not require manual feature extraction, so 

automatic feature extraction makes deep 

learning models very popular for computer 

vision tasks such as object classification. CNNs 

learn to recognize different features of an image 

using tens or hundreds of hidden layers. Each 

hidden layer increases the complexity and 

features of the trained image.The structure of 

the CNN used in this study is shown in Table 1. 

The input vector of the algorithm contains 

spectral data and the output is the actual amount 

of chemical properties of starch, soluble solids 

and titratable acidity. It should be noted that 

after extracting the spectral properties, 70% 

were randomly used as train data and 30% as 

test data. In other words, 187 apples were 

picked in 4 different stages of ripening. 30% of 

the data (57 apples) were randomly excluded 

for testing. Due to the fact that the remaining 

number (130 apples) is not enough to train the 

deep learning model and on the other hand, the 

cost of measurement the properties are very 

expensive, so the artificial data generation 

method was used and a total of 2500 train data 
were produced. 

Table 1.Convolutional neural network structure 
proposed in this paper 

Layer OutputShap Param# 

conv1d (None, 1940, 32) 256 

Maxpolling (None, 970, 32) 0 

conv1d (None, 966, 64) 10304 

Maxpolling (None, 483, 64) 0 

Dropout (None, 483, 64) 0 

conv1d (None, 479, 128) 41088 

Maxpolling (None, 239, 128) 0 

conv1d (None, 237, 256) 98560 

Maxpolling (None, 118, 256) 0 

conv1d (None, 116, 512) 393728 

Flatten (None, 59392) 0 

Dense (None, 1) 59393 

 

2.5. Evaluation of the performance of 

model for estimation of chemical 

properties in apple 

Some statistical parameters were used to 

evaluate the performance of the prediction 

model such as Max error [22], Mean absolute 

error [23], coefficient of determination [24-27], 

score-variance [28], Mean squared error [29], 

Median absolute error [30] and Mean squared 

logarithmic error [31]. 

 

3. Results & Discussion 

3.1. Starch 

The results of performance evaluation of the 

prediction model for the chemical properties of 

starch can be seen in Table 2. Considering that 

the values of the values of variance score (Var) 

and coefficient of determination (R2) are close 

to one, it states that the proposed model for pre- 

Starch nose has been successful. 

 
Table 2. Performance evaluation of model for 

prediction of starch 

Var 0.954 

R2 0.944 

MaxE 16.58 

MedE 5.02 

MSLE 0.12 

MSE 37.86 

MAE 4.8 

Min 2 

Max 89 

  

Figure 2 shows the scatter plot of the actual and 

estimated starch content for the 57 test data. 



Journal of Environmental Sciences Studies (JESS) Volume 7 , Number 1,Spring ,(2022) ,4753-4761 

4757 

 

The proximity of these two values indicates 

good ability of the proposed model for 

predicting the starch in apples. Figure 3 shows 

the train loss and validation loss diagrams for 

the starch content. In the proposed model, the 

number of epochs was considered to be 200 for 

data training, and during the execution of the 

program, the number of epochs was executed 

until over-fit occurred. As soon as Over-fit 

happened, the training was stopped. According 

to Figure 3, it can be seen that after 15 epochs, 

training was stopped and the loss rate was 0%. 
 

 
Figure 2. Scatter plot of the measured (actual) and 

predicted amount of starch for test data 

 
Figure 3. Train loss and validation loss diagram for 

predicting starch in apple 

 

 
Figure 4. Regression plot between actual and estimated 

amount of starch for test data 

3.2. Total Soluble Solid (TSS) 

Table 3 shows the performance evaluation 

results of the prediction model for soluble 

solids. Considering that the values of Max 

error, Mean absolute error, Mean squared error, 

Median absolute error and Mean squared 

logarithmic error are close to zero and the 

values of variance score and coefficient of 

determination are close to one, it states that the 

proposed model for prediction of TSS has been 

successful. 

 
Table 3. Evaluation of Performance of model for 

predicting TSS in apple 

Var 0.916 

R2 0.916 

MaxE 0.907 

MedE 0.239 

MSLE 0.0008 

MSE 0.122 

MAE 0.284 

Min 9.1 

Max 13.8 

 

Figure 4 shows the scatter plot of the actual and 

estimated TSS values for the 57 test data. In 

most samples, the two actual and estimated 

nitrogen values are close together that means 

the performance of proposed model for 

predicting TSS was promising. Figure 3 shows 

the train loss and validation loss diagrams for 

TSS. In the proposed model, the number of 

epochs for data training was considered to be 

200. According to Figure 5, it can be seen that 

after 13 epochs, training has stopped and the 

loss rate is 0%. 
 

 
 

Figure 5. Scatter plot of measured and predicted TSS 

for test data in apple 
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Figure 6: Train loss and validation loss diagram for 

predicting of TSS 

 

 
Figure7. Regression plot between of the actual and 

estimated value of the TSS for test data 

 

3.3. Titratable Acidity (TA) 

Table 4 shows the performance evaluation 

results of the predictive model for acidity. 

Considering that the values of Max error, Mean 

absolute error, Mean squared error, Median 

absolute error and Mean squared logarithmic 

error are close to zero and the values of 

variance score and coefficient of determination 

are close to one, it states that the proposed 

model for pre- Excess nitrogen nose has been 

90% successful. 

 
Table 6. Performance evaluation of model to predict 

TA 

Var 0.842 

R2 0.842 

MaxE 1.264 

MedE 0.421 

MSLE 0.0074 

MSE 0.280 

MAE 0.424 

Min 3.35 

Max 8.33 

 

Figure 7 shows the scatter plot of the actual and 

estimated TA for the test data. In most samples, 

the two actual and estimated values of TA are 

close to each other, indicating the ability of the 

proposed model. Figure 3 shows the train loss 

and validation loss diagrams for TA. In the 

proposed model, the number of epochs was 

considered to be 200 for data training, which 

according to Figure 8, it can be seen that after 

15 epochs, training has stopped and the loss rate 

is 0%. 

 
Figure 8: Scatter plot of measured and predicted TA 

for test data in apple 

 
Figure 9. Train loss and validation loss diagram for 

predicting TA 

 

 
 

Figure 10. Regression plot between true value and 

estimated TA for test data 

 

 

True TSS 

(%) 

True TA 

(%) 
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4.  Conclusion 

If apples are harvested earlier than the ripening 

stage, the fruits will be small and unfavorable in 

taste and color, they will soon wrinkle in 

storage and suffer severe weight loss. Such 

apples are very sensitive to storage anomalies 

such as bitterness, scale, etc. Also, in very late 

harvest, even under the best storage conditions, 

the fruits soften and flour sooner and their 

sensitivity to the complication of water 

soacking and tissue rupture increases. 

Therefore, the need for timely harvesting of 

apples should be considered. 

Because CNN does not require manual 

extraction, it is one of the most popular types of 

neural networks. Automatic feature extraction 

makes work easy and timely especially in 

computer vision applications. Therefore, in this 

study, the chemical properties of starch, 

titratable acidity and total soluble solids as 

parameters involved in determining apple 

ripening, were predicted using the deep learning 

model that the results were as follows. 

- The coefficient of determination and the mean 

squares error for the starch properties were 

95.4% and 4.8. 

- The coefficient of determination and the mean 

squares error for the properties of soluble solids 

was 91.6% and 0.284. 

- The coefficient of determination and the mean 

squared error for the acidity characteristic were 

84.2% and 0.424. 
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