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Abstract  

Satellite images classification techniques obtain large information in forest areas. In this study, 

comparisons between k Nearest Neighbor (kNN) non-parametric method and Maximum Likelihood 

Classification (MLC) parametric method was performed in forest attributes consists of volume, basal 

area, density, and tree cover type estimation in the north forest of Iran. Results showed that kNN non-

parametric method produces an accurate classification map in comparison to the MLC parametric 

method and the accuracy of kNN has the most amount in all attributes. Kappa coefficient estimation 

showed that the kNN method had the most amount of this coefficient in all attributes. Accordingly, the 

kNN non-parametric technique was identified as a feasible classification technique to produce forest 

attributes thematic maps. 
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1. Introduction 

Remote sensing data obtain large information in 

large forest areas easily by techniques that could 

provide great potential to improve the efficiency 

of forest information data (Barth et al., 2009; 

Huiyan et al., 2006). Environment and 

biodiversity monitoring, mapping forest 

attributes and many other practical applications 

using satellite images are some important 

applications of imagery classification (Li et al., 

2017; Torres and Qiu, 2014; Schlund et al. 

2017). In recent years, All of image 

classification algorithms and  classification 

methods (object or pixel base, hard or soft and 

parametric or non-parametric) have been 

developed for improving the efficiency of 

methods to integrate remote sensing data and 

forest inventory data (Samaniego et al., 2007; 

Torabzadeh et al. 2014). Among various 

techniques, k Nearest Neighbors (kNN) as a 

non-parametric and MLC (Maximum 

Likelihood Classification) as a parametric 

technique have popularity in predict forest 

attributes by integrating the inventory field data 

and satellite images (McRoberts, 2012). These 

algorithms (both parametric and non-

parametric) have mainly been used as per-pixel 

classifiers in remote sensing image analysis 

(Wieland and Pittore, 2014). The kNN 

technique is a simple technique that identifies 

the category of unknown data points based on 

its nearest neighbors whose class is known. In 

kNN, data is classified into training and sample 

data points. Distance is evaluated from all 

training points to sample point and the point 

with the lowest distance is called nearest 
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neighbor. This method is very easy to 

implement but the value of k and distance 

metric affects the results (Dhanabal and 

Chandramathi, 2011). The Maximum 

Likelihood Classification is based on the 

probability density function and is a 

probabilistic statistical classifier. MLC 

classifies impute a pixel to a class that has the 

highest (maximum) probability. This method 

assumes that the statistical distribution of the 

features for each class is normal, and calculates 

the probability that a given pixel belongs to a 

specific class of the particular training site. 

Then, the pixels are assigned to the selected 

class that has the highest weight of probability. 

(Shataee Joibary et al., 2007; Tapakis and 

Charalambides, 2013). Parametric classifiers 

assume a normally distributed dataset and 

statistical parameters are directly inferred from 

training data. A parametric classifier, which has 

been widely used in remote sensing 

applications, is the MLC. Non-parametric 

classifiers do not assume a specific data 

distribution to separate a multi-dimensional 

feature space into classes (Wieland and Pittore, 

2014).Both parametric and non-parametric 

estimation methods have been tested and 

applied in forest inventory applications in many 

cases. kNN and MLC were used in many 

studies and showed reliable results. Numerous 

studies of the relationship between spectral 

response and forest attributes have been 

conducted by kNN method during the past 

several decades such as mapping of various 

forest attributes (Zhu and Liu, 2014; Wilson et 

al., 2012), estimation tree biomass (Nystrom et 

al., 2012), tree volume (Chirici et al., 2008, 

Shataee, 2013), basal area and density (Franco-

Lopez et al., 2001), improving forest mapping 

efficiency and accuracy (Finley et al., 2003; 

Gjertsen, 2007, Shataee, 2013) and land cover 

classification (Budreski et al., 2007; Noi and 

Kappas, 2017) . Also, many studies applied 

MLC to forest attributes classification (Lu et al., 

2014; Chaplin and Brabyn, 2013; Kaliraj and 

Chandrasekar, 2012; Lu and Weng, 2007; Joshi 

et al., 2006; Lennartz and Congalton, 2004).  

The object of this study was the comparisons 

between non-parametric (kNN) and parametric 

(MLC) approaches by combining field 

inventory and remote sensing data in forest 

attributes estimation, classification, and 

mapping in a plantation in the north forest of 

Iran. 

2. Materials and Methods 

2.1. Study area 

The study area was a plantation located in the 

west of Guilan province in Hyrcanian forests in 

the north of Iran. This plantation has a total area 

of 1850.44 ha and located in 37˚ 32΄ 40˝ to 37˚ 

36΄ 20˝ N latitude and 49˚ 2΄ 20˝ to 49˚ 7΄ 20˝ E 

longitude (Figure 1) and covered a smooth 

topography. The study area characterized by 

even-aged pure conifers species consists of 

Pinus taeda and Cryptomeriya japonica (Pinus 

taeda was dominant) and pure broadleaf species 

stands consist of Alnus subcordata, Alnus 

glutinosa, and Populous spp. and uneven-aged 

species stand consist of mixture of broadleaf 

species consist of Quercus castaneaefolia, Acer 

velotonium, Pterocarya fraxinifolia, Populus 

caspica, and Carpinus betulus  (Figure 1).  

 

 

Figure 1. Location of the study area 
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2.2. Field and satellite data  

408 circular sampling plots were distributed 

according to a systematic random design in a 

network grid with 150m×200m spacing. Each 

sampling plot was 1000 m2 area, and 

measurements of diameter at the breast height 

(DBH) of all trees species with a DBH ≥ 7.5 cm 

was measured in sampling plots. Locations of 

these plots were registered and navigated with 

handheld GPS (Global Positioning System). The 

operational inventory provided reference field 

data to estimate forest variables. We assumed 

that the field data to be a measurement of the 

ground truth.The 4 bands of the IRS P6-LISS III 

satellite images were used. The Image was 

rectified to the UTM national coordinate system 

by fitting a polynomial mathematical model to 

the coordinate of 20 control points. The 

geometric precision of images was also verified 

using the road vector layer and field-collected 

GPS control points. 

2.3. Data analysis 

The variables were calculated from field 

inventory data including volume, basal area, 

density, and tree cover type. Average digital 

numbers (i.e. pixel value) in the center of 

sampling plots as satellite images parameter 

extracted and combined with field data. The 

optimization of the number of nearest neighbors 

and distance metrics was done for the kNN 

method. This spectral distance was derived 

using various distance metrics including 

Euclidean, Mahalanobis, and Fuzzy distances 

which are the most common in the literatures. 

The accuracy of the number of neighbors (k) 

and forest attributes estimations was evaluated 

using RMSE percentage. kNN imputation was 

performed using the YaImpute package 

(Crookston and Finley, 2008) in statistical 

software R (R Development Core Team, 2010) 

and the kNN-forest software (Chirici et al., 

2012) in the Idrisi Selva 17.0 (Clarks Labs, 

2012). All preliminary analysis of ortho-

rectifying, MLC parametric classification, and 

post-classification accuracy assessment was 

performed using PCI Geomatica version 9.1. As 

supervised classification methods were using 

MLC and kNN algorithms and Classification 

results were validated by means of the overall 

accuracy parameter and the Kappa coefficient. 

3. Results & Discussion 

The optimization results of the number of k and 

distance metrics in the kNN method for each 

forest attribute as a preliminary analysis were 

showed in Table 2. This optimized kNN was 

used in classification and mapping later.  
 

Table 2. Optimization of kNN method for each forest attributes. 

Satellite image Attributes Optimum No. k Distance metric rRMSE (%) 

IRS P6-LISSIII 

Volume 5 Fuzzy distance 57.6 

Basal Area 6 Mahalanobis distance 47.6 

Density 6 Euclidean distance 78.9 

Tree Cover Type 6 Euclidean distance 39.2 

 

 

Results of mapping accuracy assessments 

showed that kNN non-parametric method 

produces accurate classification in comparison 

to the MLC parametric method. Figure 2 

showed that the accuracy of the kNN non-

parametric approach has the highest amount in 

all attributes. The highest accuracy was in tree 

cover type (89.90%) and followed by volume, 

density, and basal area (88.89%, 85.19%, and 

80.00%, respectively) in the kNN method. kNN 

non-parametric approach improved the accuracy 

of attributes estimation 25.93% for volume, 

23.23% for tree cover type, 22.86% for basal 

area, and 19.97% for density. Therefore, the 

highest improvement was shown in volume 

(Table 2). In the MLC method, the highest 

accuracy was in tree cover type (66.67%) and 

followed by density, volume, and basal area 

(65.22%, 62.96%, and 57.14%, respectively).
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Figure 2. Accuracy assessment of kNN and MLC methods. 

 
Kappa coefficient estimation showed that the 

volume estimation map has the highest Kappa 

coefficient in the kNN method (0.718) and the 

highest amount of it in the MLC method was 

accrued in tree cover type (0.584). Figure 3 

showed that the kNN method had the highest 

amount of this coefficient in all attributes. The 

tree cover type had a similar kappa coefficient 

in two methods (0.593 for kNN and .584 by 

MLC). The highest difference of kappa 

coefficients between two methods was showed 

in volume (0.271) and followed by basal area 

(0.126), density (0.071), and tree cover type 

(0.009) (Table 3).  
 

Table 3. Percentage of overall accuracy and Kappa coefficient in kNN and MLC methods 

 

 

 

 

 
Note: OA: Overall Accuracy (%), Kappa: Kappa coefficient 

 

0.00

0.20

0.40

0.60

0.80

1.00

Volume Basal area Density Tree cover type

Forest Attributes

K
a
p

p
a
 C

o
ef

ic
ie

n
t

kNN 

 MLC 

 
Figure 3. Kappa coefficient of kNN and MLC methods 

 
kNN  MLC 

Attributes OA (%) Kappa  OA (%) Kappa 

Volume 88.89 0.72  62.96 0.45 

Basal area 80.00 0.57  57.14 0.44 

Density 85.19 0.56  65.22 0.49 

Tree cover type 89.90 0.59  66.67 0.58 
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The purpose of this study was to produce highly 

accurate forest attributes classification 

estimation. Therefore, both parametric and non-

parametric estimation methods as two more 

relatively successful approaches have been 

tested in this study. Results showed that kNN 

non-parametric method had a higher amount of 

accuracy comparison of the MLC parametric 

method in all attributes. This is probably due to 

the features of the kNN method. The first step 

in kNN method application is the calibration of 

the dataset to obtain the most appropriate 

distance and the number of neighbors (k) for 

each variable (Pereira, 2006, Shataee, 2013; 

Noi and Kappas, 2017). The main criterion for 

classification by kNN is the minimum spectral 

distance between target pixels and reference 

pixels based on the similarity of spectral 

properties. Therefore, the integration of forest 

inventory plot data with remotely sensed data 

provides a powerful tool for estimating forest 

attributes (Ohmann et al., 2014). Therefore, we 

computed the optimum numbers of neighbors 

(k) and optimum distance metric in the best set 

for estimating attributes. Consequently, the 

forest attributes map was prepared using 

optimum values for every attribute separately in 

our study area. This optimization phase could 

improve kNN precision in comparison to MLC. 

This result confirms the results of Shataee 

(2013) that it showed the kNN could produce 

the best estimation in volume and basal area if 

it calibrates for k and distance method. kNN has 

several advantages including in the kNN 

method, the study area was initially classified in 

forest and non-forest areas then, forest area (as 

forest mask) were used for further analysis and 

classification. Also, Non-parametric methods 

(e.g. kNN) do not make assumptions about data 

distribution (Lemay and Temesgen, 2005). This 

ability is useful for mixed-species forests such 

as north forest of Iran that ground inventory 

data often have not a normal distribution. The 

results showed that the kNN technique could 

improve results considerably in comparison 

with MLC. Therefore, the high accuracy of our 

study may be due to the strength of both the 

kNN approach and IRS-P6 LISS III image data. 

We concluded that forest attributes maps could 

easily produce by the kNN approach with 

accuracy estimation and level of prediction 

error (Pereira, 2006). kNN method was well 

studied in recent years to integrate ground 

information and remote sensing data. In this 

study, Results indicated that the kNN method 

could estimate forest attributes by suitable 

accurate classification and later produce 

feasible thematic maps. All attributes were 

accordingly classified using the kNN and MLC 

method, having the overall accuracy above 80 

and 58 percent respectively, and Kappa index 

of nearly above 0.5 and 0.4. Nonetheless, the 

need for accuracy measures depends on the 

user’s need (Tomppo et al., 2009).  

4. Conclusions 

Consequently, we identified the kNN non-

parametric method as a suitable and feasible 

classification technique to combine remote 

sensing and terrestrial sample-based inventory 

data in the estimation procedure and production 

forest attributes thematic maps in this study 

area. Field sampling improvement or other 

remotely sensed image data could improve the 

ability of this method.  

List of Abbreviations 

kNN: k Nearest Neighbors; MLC: Maximum 

Likelihood Classification; OA: Overall 

Accuracy; DBH: diameter at the breast height; 

GPS: Global Positioning System; UTM: 

Universal Transverse Mercator coordinate 

system; IRS: Indian Remote Sensing. 
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